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Abstract

The aim of this article is to evaluate the performance of modern translation systems powered by Artificial
Intelligence (AI). The opening section outlines the evolution of machine translation technologies, from statistical
and rule-based methods to Al-driven models. It provides a detailed overview of two contemporary, freely available
systems supported by Al — Google Translate, and ChatGPT-3.5 — as well as a traditional rule-based translation
model founded on the object-oriented approach by Wieslaw Banys. Subsequently, the author compares translations
produced by AI systems with those that could be generated based on linguistic research conducted within the
object-oriented theoretical framework. The analysis focuses on Polish translations of the polysemous French verbs
monter, entrer, remettre, and the adjective farouche, with particular attention given to the systems' ability to perform
word-sense disambiguation. Drawing on this analysis, the author proposes a typology of translation errors observed
in Al-generated outputs, identifying cardinal semantic errors, errors of semantic excess or deficiency, lexical errors,

inflectional-syntactic errors and register-related errors.
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Sztuczna inteligencja to nie koniec cztowieka — to poczqtek zupelnie nowej ery.

Ray Kurzweil

Niniejszy artykul, pisany u progu ,zupelnie nowej ery”, eksploruje zagadnienie tlumaczenia
automatycznego wspieranego przez sztuczng inteligencje. W pierwszej czeéci przesledzimy rozwdj
technologii wykorzystywanych w przekladzie maszynowym, koncentrujac si¢ na najnowszych
rozwigzaniach opartych na architekturze transformatoréw tj. ChacieGPT i Google Translate'. Nastepnie
poréwnamy tlumaczenia generowane przez systemy Al z efektami, jakie mozna by uzyskaé za pomoca
programéw opartych na klasycznych metodach regulowych. Jako przyklad paradygmatu regulowego
posluzy nam ujecie zorientowane obiektowo, zaproponowane na poczatku obecnego stulecia przez
Wiestawa Banysia (2002ab, 2005).

Thumaczenie automatyczne: od invisible idiot do sztucznej
inteligencji

Cho¢ w powszechnej $wiadomosci tlumaczenie automatyczne jest wynalazkiem stosunkowo miodym,
badania nad ta technologia trwaja juz od lat 60. Za symboliczng date wyznaczajaca narodziny lingwistyki
komputerowej uznaje si¢ bowiem rok 1962, kiedy to zalozone zostalo The Association for Machine
Translation and Computational Linguistics, ktorego gléwnym celem miala by¢ praca na rzecz rozwoju
metodologii badan jezykoznawczych wykorzystujacych moce obliczeniowe komputera. Przez wiele lat
do tlumaczenia automatycznego podchodzono jednak sceptycznie, a nawet anegdotycznie. Znana jest
historia pewnego Amerykanina, ktéry przybywszy do Zwigzku Radzieckiego, przodujacego wéwczas
w jezykoznawstwie komputerowym, poprosit zaprojektowang przez Rosjan maszyne o przetlumaczenie
zdania Out of sign, out of mind (pl. Co z oczu, to z serca). Poniewaz nie znal rosyjskiego, nie mégt ocenié
jako$ci wygenerowanego przekladu. Poprosit wiec o jego retranslacje na jezyk angielski i ku powszechnej
konsternacji maszyna wydrukowala tekst: invisible idiot (pl. niewidzialny idiota) (zob. Lipinski 2004: 98).
Od tamtych czaséw zmienilo sie¢ oczywiécie wiele, a rewolucja cyfrowa XXI wieku przyniosta rozwiazania
i mozliwosci, o ktorych 80 lat temu nikt nawet nie mégt pomysleé. Jak shusznie zauwaza Beata Smigielska
(2023: 13), pomimo pewnych niedociagnie¢ ,[...] wspélczesne translatory automatyczne s3 juz
zazwyczaj w stanie zapewni¢ bardzo dobre ttumaczenia” [thum. wlasne]*

W historii rozwoju tlumaczenia automatycznego zwyklo wyrézniaé sie cztery etapy (por.
Bogacki 2023: 9-10): tlumaczenie regulowe (oparte na regutach sformutowanych przez jezykoznawcéw
i zintegrowanych ze stownikami elektronicznymi), thumaczenie statystyczne (wykorzystujace modele
statystyczne i probabilistyczne), ttumaczenie neuronalne (wykorzystujace algorytmy oparte na sieciach
neuronowych) oraz ttumaczenie hybrydowe (integrujace wmniejszym lub wigkszym stopniu wczesniejsze
paradygmaty). Ostatni, piaty etap, ktéry nalezy bez watpienia doda¢ do powyzszej listy, to tlumaczenie
wspierane przez modele sztucznej inteligencji (Artificial Intelligence [AI]), wykorzystujace powstala

1 Zgodnie z wiedzg autora tego rodzaju opracowanie podejmowane jest w polskojezycznym jezykoznawstwie po raz pierwszy.

2, [...]les traducteurs automatiques actuels sont déja capables de donner généralement de trés bonnes traductions”.
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w 2017 r. technologie transformatoréw. W kolejnych rozdziatach przyjrzymy si¢ blizej dwém narzedziom
translacyjnym bazujacym na Al: Thumaczowi Google (Google Translate) oraz ChatowiGPT 3.5.

Technologie AI w tlumaczeniu automatycznym.
Google Translate: od statystyki do transformatoréw

Google Translate to darmowa, latwa w obsludze i bez watpienia najbardziej znana aplikacja do
tlumaczenia automatycznego, uzywana przez miliony ludzi na catym $wiecie. Obstuguje aktualnie ponad
130 jezykéw, w tym tak egzotyczne jak krio (jezyk kreolski oparty na angielskim i lokalnych jezykach
Afryki Zachodniej), shona (jezyk z rodziny bantu) czy dogri (jezyk indoiraiski).

Poczatki Tlumacza Google siegaja roku 2006. Aplikacja wykorzystywala wéwczas metody
statystyczne (Statistical Methods SMT), generujac przeklad w oparciu o analize dostepnych on-line
korpuséw paralelnych zbudowanych z tekséw uprzednio przettumaczonych przez czlowieka. Proces
przektadu rozpoczynat si¢ od fragmentowania tekstu wyjéciowego na mniejsze sekwencje, po ktérym
nastepowalo wyszukiwanie sekwencji zblizonych w korpusie jezyka docelowego (por. Koztowski 2004:
71, Hrabia 2018a: 339-340).

Pierwszarewolucje przyniostrok 2014, wktorym to Thumacz Google zaczatkorzystaé zarchitektury
kodera-dekodera (Encoder-Decoder) opartej na rekurencyjnych sieciach neuronowych (Recurrent Neural
Networks RNN) (zob. Kalchbrenner, Blunsom 2013; Cho et al. 2014; Sharma et al. 2023: 13-14).
Sieci takie uzywaja do przesylania informacji sprzezenia zwrotnego, co oznacza, ze dane wyjsciowe
i stan komorki z kazdego etapu staja si¢ danymi wejsciowymi w nastepnym kroku przetwarzania. Sie¢
neuronowa przechowuje wiec informacje z wezesniejszych faz dzialania i wykorzystuje je przy analizie
kolejnych sekwencji, co stanowi pewng forme sztucznej ,pamigci’. Eatwo mozna poréwna¢ taki proces
z czytaniem tekstu przez czlowieka: gdy czytamy zdanie zachowujemy w pamiegci pewng dawke informacji
iuzywamy jej jako kontekstu niezbednego do zrozumienia kolejnego zdania w tekécie. W modelu Google
RNN zastosowano dwie sieci neuronowe: koder, ktdry przeksztalcat tekst w jezyku wejéciowym na format
posredni, niejezykowy tj. wektory i matryce, oraz dekoder, ktéry zamienial wektory na tekst w jezyku
docelowym (rys. 1).

Tekst

Tekst Wektory i
— —> Y —>  wyjsciowy

wejsciowy matryce

Koder Dekoder
RNN RNN

Rys. 1. Architektura kodera-dekodera RNN?

3 Wszystkie rysunki i schematy zostaly sporzadzone przez autora.
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Sama umiejetno$¢ ,zapamietywania” informacji przez sieci neuronowe szybko okazala sie
niewystarczajaca. Niedlugo pézniej Google wprowadzil wiec do swojej aplikacji dodatkowy mechanizm
— Attention — imitujacy ludzka uwage (zob. Bahdanau et al. 2014, Luong ef al. 2015). Mechanizm ten
pozwalal maszynie skoncentrowaé si¢ na informacjach waznych (np. pewnych fragmentach zdania,
kluczowych syntagmach), a zignorowaé te mniej istotne. W kolejnych latach okazalo sig, ze to wlasnie
yuwaga” bedzie odgrywacé zasadniczg role w ttumaczeniu automatycznym.

W listopadzie 2016 r. Google zaproponowal ulepszong wersje modelu z 2014 r.: Google Neural
Machine Translation GMNT (Wu et al. 2016). Koder i dekoder zostaly znacznie rozbudowane (w kazdym
z nich znalazlo si¢ 8 warstw sieci neuronowych), a mechanizm Atfention zaczat odgrywa¢ role modutu-
lacznika miedzy nimi (rys. 2). Umozliwilo to efektywne sprawdzanie danych wychodzacych z kodera
pod katem ich istotnosci dla biezacych obliczen po stronie dekodera. Wprowadzono réwniez inne
udoskonalenia, z ktérych na szczeg6lng uwage zastuguje Zero-Shot Translation — mechanizm bazujacy na
maszynowym uczeniu glebokim (ang. deep learning), umozliwiajacy thumaczenie automatyczne miedzy
parami jezykowymi, dla ktérych nie s3 dostepne paralelne korpusy (np. miedzy jezykiem polskim a dogri)
(zob. Johnson et al. 2016).

Rys. 2. Architektura Google Neural Machine Translation GMNT

W roku 2017 ukazal si¢ przelomowy, nie tylko dla tlumaczenia automatycznego, ale dla rozwoju
calej sztucznej inteligenciji, artykut , Attention is all you need” (Vaswani et al. 2017), napisany przez
naukowcéw wspoélpracujacych z Google. Zaproponowano w nim nowa architekture systemu oparta na
modelu transformatora, rezygnujac catkowicie z wykorzystywania rekurencyjnych czy konwolucyjnych
sieci neuronowych. Architektura ta wykorzystywana jest przez Ttumacza Google do dzis.

Model transformatora zbudowany jest, podobnie jak GMNT, z dwdch moduléw: kodera
i dekodera. Kazda z sze$ciu warstw kodera sktada sie z dwéch podwarstw: Self-Attention oraz Feed Forward.
W strukturze dekodera znajduje si¢ ponadto podwarstwa Attention (a dokladniej: Multi-Head Attention)
umieszczona miedzy Self-Attention a Feed Forward (zob. Sharma 2023 : 17-20, Alammar 2018) (rys.314).
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Rys. 3. Architektura transformatora

Rys. 4. Budowa warstw kodera i dekodera w architekturze transformatora
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Kluczowg role¢ w tym modelu, zaréwno po stronie kodera, jak i dekodera, odgrywa mechanizm uwagi
(Attention) oraz autouwagi (Self-Attention). Self-Attention ocenia stopien relacji migedzy wszystkimi stowami
w tekécie wyjsciowym, co umozliwia ich odpowiednie skontekstualizowanie w odniesieniu do calosci.
Attention ocenia z kolei wagg relacji migdzy kazdym stowem w jezyku wejéciowym a kazdym slowem
w jezyku docelowym, nakre¢lajac tym samym zalezno$ci miedzy danymi wejéciowymi a wyjsciowymi.
W przeciwienstwie do architektury opartej na RNN w modelu transformatora przypisywanie wagi
poszczegblnym slowom odbywa sie w sposéb réwnoczesny, co w zauwazalny sposob zwieksza jako$¢

przekladu.

ChatGPT: od czatowania do tlumaczenia

ChatGPT 3.5, stworzony przez naukowcéw z Open Al — amerykariskiej organizacji badawczej zalozonej
m.in. przez Elona Muska i Sama Altmana, udostepniony zostal za darmo szerokiemu gronu odbiorcéw
w listopadzie 2022 r., wywolujac natychmiast zywe reakcje na catym $wiecie. Ten chatbot to przyktad
sztucznej inteligencji opartej na jezyku naturalnym, ktéra przeszkolona na olbrzymiej bazie korpusowe;
moze generowac koherentnyikontekstualnie poprawny tekst wwielu jezykach. Wykorzystuje architekture
transformatora, podobna w swych ogélnych zarysach do tej zaproponowanej przez Vaswani et al. (2017)
dla Ttumacza Google.

Open Al nieustannie rozwija swdj projekt. Pierwsza wersja GPT (Generative Pretrained
Transformer) powstala w 2018 r,, ale juz w 2019 r. model zostal udoskonalony dzigki wykorzystaniu
procesu uczenia glebokiego nienadzorowanego (ang. unsupervised deep learning). W 2022 r. udostepniono
zmodyfikowana wersje trzeciej generacji chatu (GPT-3.5), a zaledwie rok pézniej pojawit sie¢ GPT-4,
ktéry z pewnoécia nie bedzie ostatnim.

W przeciwienistwie do Google Translate ChatGPT nie zostal pierwotnie pomyslany jako narzedzie
do tlumaczenia automatycznego. Jak jednak stusznie zauwaza Stéphane Trinh (2019), ,sztuczna
inteligencja i tlumaczenie ewoluuja wspélnie” [thum. wlasne]*. Nie sposéb zatem nie zauwazy¢ i nie
doceni¢ ogromnego potencjalu translatorycznego GPT (por. np. Nazir, Wang 2023: S; Jiao et al. 2023;
Kalyan 2024: 15-16, Smigielska 2023).

Ciagle rozwijanie umiejetnosci thumaczeniowych modelu mozliwe jest dzigki zaawansowanemu
procesowi ,szkolenia”. GPT, jak sama nazwa wskazuje, to model jedynie ,wstepnie przeszkolony” (ang.
pre-trained), co oznacza, ze na podstawie analizy duzych zbioréw danych tekstowych poznal ogélne
wzorce danego jezyka. Proces uczenia si¢ modelu na tym si¢ jednak nie koriczy. Kolejnym etapem jest
fine-tuning (pol. dostrajanie), czyli dostosowywanie GPT do wypelniania specyficznych zadan (np.
tlumaczenia automatycznego) poprzez trenowanie go na bazie mniejszego, odpowiednio dobranego
zbioru danych (por. Nazir, Wang 2023: 2-3, Ray 2023: 126). Mozna np. dostarczac listy przykladéw
tych samych zdan lub tekstéw w réznych jezykach, dzigki czemu model nauczy sie lepiej przewidywac
w przyszlodci najbardziej odpowiednie tlumaczenia (zob. Jungha, Boyoung 2023: 15-16; Rybnikova
2024)5.

4,1 ’intelligence artificielle et la traduction évoluent ensemble »

S Zdaniem autora na etapie fine-tuningu mozliwa i wskazana wydaje sie wspélpraca miedzy programistami a jezykoznawcami.
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ChatGPT jest tezbez watpienia przydatnym narzedziem dla ttumacza-czlowieka. Wedlug Sai Cheng
Siu (2023: 4-19) pomaga on m.in. w kontekstowym lub kulturowym wyjasnianiu wyrazen, objasnianiu
termindw specjalistycznych, wyszukiwaniu btedéw gramatycznych lub redakcyjnych itp. Wiréd mocnych
stron chatu Siu (2023: 19-22) wymienia przede wszystkim: szybko$¢ dzialania i ceng, wszechstronnoéé
i elastyczno$é, kreatywno$¢ i zdolno$¢ adaptacji thumaczenia oraz mozliwo$¢ dostosowywania przekladu
do kontekstu thumaczeniowego. Warto jednak pamietaé o istotnych ograniczeniach modelu, do ktérych
naleza m.in. (por. Siu 2023: 22-28):

« jakos¢ przekladu - czat generuje zasadniczo poprawny przeklad tekstéw ogolnych,
ale zdecydowanie gorsze sa efekty tlumaczenia specjalistycznego np. z zakresu nauk
biomedycznych (zob. Jiao et al. 2023);

« halucynacje ChatuGPT - czyli generowanie tlumaczenia, ktére nie ma oparcia w tekscie
zrédtowym; oznacza to, ze model wprowadza do przekladu dodatkowe informacje lub pomija
wazne szczegoly;

- ograniczone wsparcie dla niektérych jezykow — najlepsze rezultaty daje tlumaczenie z i na
angielski, gdyz to na tekstach w tym jezyku model byl wstepnie szkolony;

« zmienno$¢ wyjsciowa — GPT ma tendencje do generowania réznych tlumaczen dla tego
samego zdania/tekstu w réznych odstepach czasu;

« obawy dotyczace bezpieczenistwa — tekst w jezyku wyjsciowym wprowadzany jest do
zewnetrznych serwerdw, co wigze si¢ z ryzykiem naruszenia poufnosci danych.

ChatGPT zapytany, czy jest lepszym translatorem od Google Translate, odpowiada, ze
,ogromny rozmiar pozwala [mu] na bardziej zlozone przetwarzanie jezyka, co czgsto przeklada si¢ na
lepsza doktadno$¢ ttumaczen”. W dalszej czeséci artykulu sprobujemy skonfrontowaé to stwierdzenie
z rzeczywistoscia.

Klasy obiektowe: od programowania do regulowego tltumaczenia
automatycznego

Jakjuz wspominali$my, zwiazki lingwistyki i translatoryki z naukami obliczeniowymi byly dostrzegalne na
dtugo przed powstaniem sztucznej inteligencji. Przenikanie sie¢ w tych dyscyplinach pewnych koncepcji
i termindw jest zjawiskiem nierzadkim w zasadzie juz od czaséw Noama Chomskiego i jego stynnych prac
nad gramatykami formalnymi (zob. Chomsky 1956). Za jeden z przykladéw stosunkowo niedawnego
Jtransferu wiedzy” miedzy informatyka a jezykoznawstwem uznaé mozna koncept ,klasy obiektowej”.
Jest to termin zaczerpniety z teorii programowania obiektowego, jednego z gléwnych paradygmatow
programistycznych, rozpowszechnionych dzieki jezykom takim jak C++ czy pdzniejszy C#. Na gruncie
francuskiego jezykoznawstwa pojecie to zaszczepil Gaston Gross (1994, 2008, 2012), a w Polsce —
Wiestaw Banys (2002ab).

W ujeciu zorientowanym obiektowo Banysia (fr. approche orientée objets AOO) klasa obiektowa
to zespdt obiektéw jezykowych (prototypowo rzeczownikéw), charakteryzujacych sie tym samym
zestawem operatoréw tj. operacji (czynnosci, ktore obiekt moze wykona¢ lub ktére mozna wykona¢ na
obiekcie) i atrybutéw (cech obiektu) (zob. Bany$ 2002a: 22). W rezultacie mozliwe jest wyrdznienie np.
klasy obiektowej <kot>, dlatego ze wszystkie obiekty, ktére do niej przynalezg (tj. instancje takie jak: ko,
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pers, mruczek, kocur itp.), wspoldziela pewien, im tylko wlasciwy, zbiér operatoréw (np. mruczy, miauczy,
lize sig itd.)°.

Motzliwoé¢ wykorzystania klas obiektowych w przekladzie maszynowym zauwazyl juz Gross
(1994: 29), ale szczegdlnie wybrzmiata ona w metodologii dezambiguizacji (odwieloznaczniania) stéw
polisemicznych opracowanej w ramach AOO przez Banysia (2005). Bany$ zaproponowal mianowicie
w pelni sformalizowany, zorientowany obiektowo opis znaczen lekseméw za pomoca schematéw
skladniowo-semantycznych, ktére moga zosta¢ atwo zaimplementowane w systemach tlumaczenia
automatycznego. Jako przyklad niech postuzy nam wycinek deskrypcji francuskiego czasownika fermer
(Hrabia 2018b: 141):

1. fr.X - [ANM hum] - fermer - Y - [CONC inanimé ; <partie du corps>]  pl. zamyka¢

2. fr.X - [ANM hum] - fermer - Y - [CONC <rideaux>] pl. zastania¢
W schemacie 1 na pozycji podmiotu (X) znajduje sie klasa obiektowa [obiekt ozywiony - czlowiek], a na
pozycji dopelnienia (Y) - klasy [obiekt nieozywiony] lub <czeéé ciata>. Jezeli zdanie francuskie realizuje
opisywany schemat, czasownik fermer bedzie ttumaczony na jezyk polski za pomoca ekwiwalentu zamykac¢
(np. fr. Jean a fermé la porte, pl. Jan zamkngl drzwi). Schemat 2 formalizuje z kolei sytuacje, w ktérej pozycja
dopetnienia (Y) wypelniona jest przez klase <zastona>. W takim przypadku wlagciwym ekwiwalentem
fermer, ktéry powinien zosta¢ wygenerowany przez system, jest czasownik zastania¢ (np. fr. Jean a fermé les
rideaux dans le salon, pl. Jan zaslonit zastony w salonie).

Wkierowanym przez Wiestawa Banysia nieistniejacym juz Zaktadzie Jezykoznawstwa Stosowanego
i Translatoryki Uniwersytetu Slaskiego powstalo wiele opracowan dezambiguizacyjnych (zob. np.
Drzazga, Ztobiriska-Nowak 2014; Gabrysiak 2009; Hrabia 2011, 2018¢; Zlobiriska-Nowak 2008, 2014).
Wpisuja si¢ one w nurt rzadko juz prowadzonych badan nad regufowym tlumaczeniem automatycznym.
Pomimo wad, takich jak czasochlonnos¢ analiz korpusowych czy konieczno$¢ ,recznego” wyliczania
elementéw tworzacych klasy obiektowe (tzw. listing), badania te maja jedna niepowtarzalng zalete: sa
wyjatkowo doktadne, a ich wyniki zapewniaja duza adekwatnos¢ przektadu.

W kolejnym rozdziale poréwnamy efekty dezambiguizacji zorientowanej obiektowo, wykonanej
sita mysli ludzkiej, z aktualnymi mozliwo$ciami thtumaczeniowymy Al

Czlowiek versus sztuczna inteligencja: analiza poréwnawcza
przekladu. Korpus badawczy i metodologia badan

Za wyjsciowy material korpusowy postuzyly nam opracowania dezambiguizacyjne dotyczace trzech
francuskich predykatéw czasownikowych: monter (Zlobiriska-Nowak 2008), entrer (Ztobitiska-Nowak
2014), remettre (Hrabia 2018c) oraz przymiotnika farouche (Hrabia 2011). We wskazanych pracach
wylonione i sformalizowane z uzyciem klas obiektowych zostaly nastepujace znaczenia/ekwiwalenty
analizowanych jednostek’:

6 W ujeciu zorientowanym obiektowo bardzo wazna role odgrywa hierarchia klas, zgodnie z ktéra podklasy (klasy hiponi-
miczne, np. <kot>) dziedzicza operatory z nadklas (klas hiperonimicznych, np. <zwierze>) (zob. Smigielska 2004, Hrabia

2018b). Szczegélowe omowienie tego zagadnienia wykracza jednak poza ramy niniejszego artykutu.

7 ‘W metodologii dezambiguizacji zaproponowanej przez Banysia znaczenie w jezyku A i ekwiwalent w jezyku B sa po-
jeciami niejako tozsamymi, gdyz z punktu widzenia operacyjnego ,dane stowo ma tyle znaczen w jezyku Zrédlowym, ile
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« dla czasownika monter: wejs¢/wchodzi¢ , wjechaé/wjezdzaé, wspinac sig , plyngé w gére, wznies¢
sie/wznosi¢ sig, iS¢/pdjsc, jechal/jezdzi¢ (na zwierzeciu), wsigs¢/wsiadaé, dosigs¢/dosiada,
pokry¢/pokrywaé, pojecha¢ (do), awansowaé, dojs¢/dochodzic, naplyngé/naplywaé, wezbraé/
wzbieraé, wzejsé/wschodzié, pigé sig w gére, prowadzi¢ (do, w kierunku), r63¢/rosnqé, podnies¢/
podnosi¢ (sig), siegnac/siggaé, wzréi¢/wzrastaé, is¢ w gore, drozed/podrozeé, wynies¢/wynosic,
stroi¢, zalozyé/zakladaé, wystawié/wystawiaé, ustawié/ustawiaé, (z)montowaé, wprawi¢/
wprawia¢ (do), zaopatrzyé/zaopatrywa, unies¢/unosic sig, po ktérym (tawo, trudno) sig wechodzi;

dla czasownika entrer: wejs¢/wchodzi¢ (do, przez, na), wplywaé/wplywaé (do), nadejs¢/

nadchodzic¢ (od), wstapi¢/wstgpowac (do), wjechaé/wjezdzaé;

dla czasownika remettre: wlozyé/wkladac z powrotem (ponownie), zatozyé/zakladaé z powrotem

(ponownie), poloz’yc’ z powrotem (ponownie), zanurzyc’/zanurzac’ ponownie (z powrotem),
wsadzi¢/wsadzaé z powrotem (ponownie), dola¢/dolewaé, dosypa¢/dosypywad, dotozyé/dokladac,
odlozy¢/odkladaé, odprowadzi¢/odprowadzaé, wlaczyé/wlaczaé z powrotem (ponownie),
nastawic/nastawiaé, zamknqgcé/zamykaé, dostarczyé/dostarczaé, oddaé/oddawacé, powierzyé/
powierzal, przyznal/przyznawaé, darowad/darowywaé, przywrécic/przywracaé, pogodzic/
godzié, poznaé/poznawad;

dla przymiotnika farouche: plochliwy, dziki, zagorzaly, okrutny, wrogi, przeraZliwy, groZny,
niepohamowany, niewzruszony, zaciekly, burzliwy, pierwotny, nieprzystepny, nietowarzyski,
nieokrzesany, nieprzyjazny.

Z kazdego opracowania wybraliémy reprezentatywne przyklady uzy¢ (zdania lub rzadziej zwroty)

egzemplifikujace wszystkie wyzej wymienione znaczenia (74 przyklady dla monter, 11 dla entrer, SO dla
remettrei4S dla farouche). Nastepnie wygenerowali$my ich thumaczenie na jezyk polski, uzywajac aplikacji
Google Translate (https:// translate.google.pl/ [data dostepu: 05.07.2024]) i ChatuGPT-3.5 (https://
chatgpt.com/ [data dostepu: 05.07.2024]). ChatGPT otrzymal prosta komende: , Przettumacz ponizsze
zdania lub zwroty z jezyka francuskiego na jezyk polski”.

W zdecydowanej wiekszo$ci efekty pracy wykonanej przez Al mozna uzna¢ za zadowalajace, jezeli

jako kryterium sukcesu przyjmiemy ogélng zrozumialo$¢ komunikatu. Mniejsze lub wigksze bledy lub
niezrecznosci thumaczeniowe byly jednak do$¢ liczne. Po dokonaniu ich analizy pogrupowalismy je w 4
kategorie:

o bledy semantyczne: kardynalne, nieadekwatno$ci semantycznej, ubytku i naddatku
semantycznego;

« bledy leksykalne;

« bledy fleksyjne i skfadniowe;

« bledy stylistyczne.

ekwiwalentéw tlumaczeniowych w jezyku docelowym” [tlum. wlasne] [« il y a autant de sens différents d'un mot dans la
langue source que de traductions différentes dans la langue d’arrivée » ] (Bany$ 2005: 59).
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Typologia i ocena bledéw Al

O bledach w komunikagji interlingwalnej napisano juz wiele (zob. np. Dzierzanowska 1990; Pisarska,
Tomaszkiewicz 1996; Kozlowska 2002; Hejwowski 2004, 2009; Paprocka 2005; Delisle et al. 2006;
Matulewska 2014). Wszystkie typologie stworzone na gruncie tak rodzimego, jak i zagranicznego
przekladoznawstwa dotyczyly — rzecz jasna — bledéw popelnianych przez tlumaczy-ludzi. Niektore
z wyrédznionych kategorii, jak np. bledy metodologiczne (metatranslacyjne), a wigc takie, ktore wynikaja
z niezastosowania wlasciwych zasad, regul czy technik tlumaczeniowych (por. Delisle et al. 2006: 29,
Hejwowski 2004: 158), nie moga znalez¢ zastosowania przy ocenie przekladu wykonanego przez Al,
gdyz sztuczna inteligencja zadnych zasad czy regul translatorskich nie stosuje ,$wiadomie”. Absurdalne
tez byloby stwierdzenie, ze wadliwo$¢ przekladu wykonanego przez programy bazujace na Al wynika np.
z ich niedostatecznej znajomoéci jezyka wyjéciowego lub docelowego.

Przy tworzeniu typologii bled6w na potrzeby niniejszego opracowania najbardziej pomocny okazat
sie og6lny podzial nieprawidlowosci przektadowych na bledy jezykowe (fr. erreurs de langue) tj. takie, ktére
sa widoczne bez poréwnywania z tekstem Zrédlowym oraz bledy tlumaczeniowe sensu stricto (bledy
transferu, fr. erreurs de transfert), ktére mozna wykry¢ dopiero przy komparacji przekladu z oryginatem
(por. np. Koztowska 2002: 198, Paprocka 2005: S5, Delisle et al. 2006: 29-30)*. Do kategorii bledow
jezykowych zaliczaja sie wydzielone przez nas bledy nieadekwatnosci semantycznej, bledy fleksyjno-
skladniowe, leksykalne oraz bledy rejestru. Bledy ttumaczeniowe za$ to bledy semantyczne kardynalne
oraz bledy zubozenia lub naddatku semantycznego.

Bledy semantyczne kardynalne

Pierwsza wydzielona kategoria obejmuje bledy kardynalne, ktére w istotnym stopniu wypaczaja
sens oryginalu lub uniemozliwiaja zrozumienie przekladu. Cho¢ odnaleZliémy je w niewielkiej liczbie
analizowanych przykladéw, zaskakujacy wydaje sie sam fakt ich wystepowania w tlumaczeniach
wykonanych przez AL

Przyjrzyjmy sie kilkorgu z nich:

Stowo Ekwiwalent Przyklad frazy/ Ade atn-e Thumaczenie
. . .. tlumaczenie
odwieloznaczniane | wyznaczony | zdaniaw jezyku ezviu wygenerowane

wAOO wAOO irédlowym wiezy przez Al
docelowym

siegnac¢ / Une rc')be a Sukienka, ktéra siega . Google:_

1 monter o monte jusqu’au i . Sukienka zapinana
siegaé (az) po szyje. :
cou. pod szyje.

8 Jak zauwaza Paprocka (2005: 55-57), przyporzadkowanie niektérych bledéw tlumaczeniowych do jednej z tych dwéch
ogolnych kategorii moze by¢ problematyczne. Postuluje ona odejscie od sztywnych podzialéw i wyréznienie kategorii po-
$redniej, obejmujacej bledy dostrzegalne bez poréwnania z tekstem zZrédlowym (co jest charakterystyczne dla erreurs de
langue), ktére jednoczeénie — podobnie jak erreurs de transfert — prowadza do znieksztalcenia sensu oryginatu (Paprocka
2005: 93). To przenikanie si¢ réznych typéw bledéw uwidacznia si¢ w pewnym stopniu takze w naszej typologii.
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Adekwatne
Stowo Ekwiwalent Przyklad frazy/ . Thumaczenie
. . . tlumaczenie
odwieloznaczniane | wyznaczony | zdaniaw jezyku wiezyku wygenerowane
wAOO wAOO irédlowym Jezy przez Al
docelowym
Si les fruits Jesli owoce idg Google:
montent, tu manges w gore, jesz na Jesli na przykiad
2 monter i$¢ wgbre | par exemple plus de przyklad wiecej jest duzo owocéw,
yaourts etmoins de | jogurtéw, a mniej jesz wigcej jogurtu,
fruits. OWOCOW. amniej owocow.
GPT: sklada¢ gitare,
monter une guitare, harfe.
3 monter stroié 8 | stroi¢ gitare, harfe 2 .
une harpe Google: zbuduj
gitare, harfe
. o Google: korzystaé
zaopatrzy¢ / se monter en Zaopatrzyc¢ sie
4 se monter zaopatrywa¢ | matériel dejardin | w sprzet ogrodnicz ze Sprzgtu
pattyw J PrZetog 4 ogrodniczego
Un pasteur Protestancki Google:
protestant entre pastor wstepuje do Protestancki pastor
S entrer wstapi¢ do chez un coiffeur wloskiego fryzjera przychodzi do
italien et se fait i obcina wlosy (kaze | wloskiego fryzjera
couper les cheveux. | sobie obcigé wlosy). | iobcina mu wiosy.
. . , . GPT: Jeden
wznies¢ sie/ Une hirondelle Jaskotka wznosi sig 1 ) .
6 monter o o . jaskotka nie czyni
wznosi¢ si¢ monte dans lair. W powietrze. .
wiosny.
e 3 GPT: Udalo nam
Onaréussia . . .
g Udato si¢ nam sie ponownie
odprowadzi¢ / | remettre les vaches i -
7 remettre ; odprowadzi¢ krowy wyprowadzié
odprowadzaé¢ | etles moutons au .
dlos iowce do zagrody. | krowy lub owce na
' pastwisko.
remettre une partie GPT: odroczy¢
darowad / . P darowac czeéé kary =,
8 remettre , de sa peine a un cze$¢ kary
darowywa¢ , skazanemu
condamné skazanemu
e le remets . Google: Odloze to
poznaé / J , Teraz go rozpoznaje, 8
9 remettre , maintenant, cest teraz z powrotem, to
poznawac to Durand.
Durand. Durand.
Il prononga
P ne Wypowiedziat GPT:
ces derniers . o
. te ostatnie stowa Wypowiedziat
10 farouche niewzruszony mots avec une . .
., Z NIEWZruszona te ostatnie stowa
gravité farouche. owa 2 dzika powa
(Bernanos) powaga. L3 powaga:

1. Sukienka, ktéra sigga po szyje, niekoniecznie musi by¢ zapinana. Miedzy sensem oryginatu
iprzektaduistnieje wiecznacznarozbieznos¢, ktora skutkowaé bedzie btednym zrozumieniem

komunikatu przez odbiorce postugujacego sie jezykiem docelowym.

2. Fakt, ze owoce idg w gére jednoznacznie wskazuje na wzrost ich ceny, a nie liczby. Przektad

zmienia zatem catkowicie tre§¢ komunikatu.

3. Obanarzedzia — Google Translate i ChatGPT — podaly bledng wersje tltumaczenia. By¢ moze

byto to jednak spowodowane brakiem szerszego kontekstu.
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4. Korzystanie ze sprzetu a zaopatrywanie si¢ w niego denotuja dwie rozne sytuacje pozajezykowe.
Tlumaczenie zaproponowane przez Al jest zatem catkowicie niewlasciwe.

S. Ekwiwalent czasownika entrer — przychodzi¢ (do) — uznaé mozna za wzglednie akceptowalny.
Przeklad calego zdania jest jednak jednoznacznie niepoprawny, gdyz zostaja w nim
odwrécone role semantyczne pacjensa i agensa. System blednie zinterpretowal strukture
gramatyczng se faire faire, ktora wskazuje, ze akcja jest wykonywana na podmiocie.

6. Tlumaczenie wydaje si¢ przykladem halucynacji ChatuGPT. Po rozpoznaniu w pozycji
inicjalnej zdania syntagmy une hirondelle system prawdopodobnie , przewidzial” najbardziej
typowe i frekwencyjnie najczestsze zakonczenie: ne fait pas le printemps i w rezultacie
wygenerowal przektad znanego powiedzenia.

Zaproponowane tlumaczenie jest semantycznie antonimiczne wzgledem oryginalu.

8. Istnieje znaczna réznica miedzy darowaniem a odroczeniem kary. Zaproponowany przeklad
uzna¢ nalezy wiec jednoznacznie za bledny.

9. Tlumaczenie jest calkowicie niezrozumiate. Google Translate nie rozpoznal mniej typowego
znaczenia czasownika remettre.

10. Syntagma dzika powaga wypacza znaczaco sens oryginalu, gdyz w zaden sposob nie wskazuje
na niewzruszono$¢ denotowanego stanu.

Bledy semantyczne: nieadekwatno$¢ semantyczna

Do tej kategorii proponujemy zaliczy¢ takie przyklady, w ktérych zaproponowane przez Al ttumaczenie
zmienia nieznacznie sens oryginalu, ale umozliwia, po chwili zastanowienia, zasadniczo poprawne
zrozumienie komunikatu jako cato$ci. Wybrane dla francuskich poliseméw polskie ekwiwalenty sg jednak
ewidentnie niewlagciwe z uwagi na ich semantyczna niekompatybilno$¢ z pozostalymi elementami zdania
ibrzmia w podanych kontekstach catkowicie nienaturalnie dla rodzimego uzytkownika polszczyzny. Bledy
tego typu, ktérych unikniecie okazuje si¢ duzym wyzwaniem dla systeméw tlumaczeniowych opartych
na Al, s3 stosunkowo proste do wyeliminowania w sformalizowanych ,recznie” dezambiguizacyjnych
opisach jezyka np. poprzez wskazanie odpowiednich klas obiektowych w pozycji podmiotu i dopelnienia.
Oto kilka przykladéw zaczerpnietych z korpusu:

Stowo Ekwiwalent Przyklad frazy/zdania Adekwatne Thumaczenie
odwieloznacz- | wyznaczony w .Yz Ju z’r(’)zi,lo m tlumaczenie wygenerowane przez
niane wAOO wAOO yezy wy w jezyku docelowym Al

GPT: Rzeka
Le fleuve la Seine Sekwana plynie Sekwana przepltywa
asse au nord-est du na pétnocny na pétnocny wschod
I;erritoire elle entre wschéd od (tego) od terytorium,
wplywac (do) o Pest a:u Coudra terytorium, wplywa wchodzi od
entrer od wschodu do wschodu w Coudra
! F (od) ’ Montceaux et § d wschodu d hodu w Coudray
arcourt vinet-quatre Coudray Montceaux Montceaux
P kilom‘etresgjuscilu’é i plynie dwadziescia i przeptywa
Vieneux-sur-Seine cztery kilometry do dwadziescia cztery
& ) Vigneux-sur-Seine. kilometry do
Vigneux-sur-Seine.
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Stowo Ekwiwalent . Adekwatne Thumaczenie
. Przyklad frazy/zdania .
odwieloznacz- | wyznaczony wiezvka rédlo tlumaczenie wygenerowane przez
niane w AOO wAOO Jezy 1 wjezyku docelowym Al
s Vendredi une W piatek od zachodu GPT: W piatek
nadejs¢ (do) . . . . .
entrer od perturbation océanique | nadchodzg zaktécenia | zaklécenie oceaniczne
entre par l'ouest. oceaniczne. wchodzi od zachodu.
wijecha¢ Nie mozna wjecha¢ GPT: Nie mozna
On ne peut entrer dans . s .
entrer (do) (od/ . do tego kraju bez wej$¢ do tego kraju
ce pays sans visa. . :
czym) wizy. bez wizy.
polozy¢ . polozy¢ z powrotem/ .
remettre 2 powrotem remettre un livre sur odlozy¢ ksigike na GPT : wlozy¢ ks1e}zk<;
. son rayon . z powrotem na pétke
(ponownie) polce
potozy¢ N Y
remettre Z powrotem remettre un enfant au lit P OIOZYC dZIeCk,(? GPT: W_L}OZ < le,e,CkO
. z powrotem do t6zka | z powrotem do tézka
(ponownie)
remettre odpro;vaduc remettre un cheval odprowadzi¢ konia GPT: wilozy¢ konia
, lécurie do stajni do stajni
odprowadza¢
) ) . Ten okrutny krol GPT: Faktycznie
C’est qu’en effet ce roi s . qLos .
) rzeczywiscie rzadzi | ten dziki krol panuje
farouche okrutny farouche régne surtout T .
gléwnie poprzez gléwnie poprzez
par la terreur.
strach. strach.
Rosetta n'est pas une ‘ Rosetta nie ]est‘ GPT: Rosetta nie jest
femme farouche et elle | nieprzystepna kobieta . L
. . R . : dzika kobieta i bardzo
farouche nieprzystepny | devient trés rapidement i bardzo szybko L
. L szybko staje sie
la maitresse du staje sie kochanka
kochanka narratora.
narrateur. narratora.

1-3. We wszystkich tych przypadkach ChatGPT wybiera najbardziej neutralny znaczeniowo

4-S.

7-8.

ekwiwalent entrer — wchodzi¢. Cho¢ przekaz komunikatu jest zrozumialy, ttumaczen
zaproponowanych przez Al nie mozna uzna¢ za wladciwe. Wszak obiekt jezykowy nalezacy
do klasy <ciek wodny> (np. rzeka, strumieri), wykonujacy akcje predykowana przez
francuskie entrer, nie wchodzi, a wplywa, <zjawiska meteorologiczne> nadchodzg, naplywajg,
a do obiektu z klasy <kraj> sie wjezdza, a nie wchodzi.

Tlumaczenie czasownika remettre jako wlozy¢ z powrotem samo w sobie jest poprawne. W
przykladzie 4 okolicznik miejsca sur le rayon (pl. na pétke) wyklucza jednak mozliwoéé
wyboru takiego ekwiwalentu, gdyz wlozy¢ mozna tylko cos w cos/do czegos. Z kolei w zdaniu
S wybér ten jest blokowany przez obecnos¢ okreslonych klas obiektowych na pozycjach
dopenienia i okolicznika (odpowiednio: <dziecko> i <obiekt, na ktérym si¢ $pi>).

Fraza wlozy¢ konia do stajni moze wywola¢ usmiech. Ponadto w tlumaczeniu zatraca sie
warto$¢ semantyczna powrotu do stanu uprzedniego (w tym przypadku: ‘wczeéniejszego
przebywania konia w stajni’) wprowadzana przez francuski prefiks re-.

Podobnie jak w przykladach 1-3 ChatGPT wybrat frekwencyjnie najczestszy ekwiwalent.
W obu zdaniach odbiorca jest w stanie odtworzy¢ sens oryginalnego komunikatu, niemniej
syntagmy dziki krdl i dzika kobieta uzna¢ trzeba za nienaturalne w podanym kontekscie i/
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lub nieprecyzyjne z uwagi chociazby na duza polisemicznos¢ przymiotnika dziki. Obiekt
jezykowy z klasy <wladca> okreslany jako farouche jest tak naprawde wladcq okrutnym, zkolei

femme farouche to kobieta nieprzystepna.

Bledy semantyczne: zubozenie i naddatek semantyczny

Do bledéw zubozenia lub naddatku semantycznego zaliczymy takie nieprawidlowosci w przekladzie,

ktore powoduja nieznaczna zmiane sensu oryginatu, ale — w przeciwienstwie do bledéw nieadekwatnosci

semantycznej — sy mozliwe do zaobserwowania dopiero przy poréwnaniu tekstu Zrédlowego i docelowego.

Niewlasciwie dobrany ekwiwalent jest bowiem w tym przypadku semantycznie kompatybilny

z pozostalymi elementami zdania w tekscie docelowym, a modyfikacja znaczenia polega wylacznie na

nieuzasadnionym uzyciu hiponimu lub hiperonimu w tlumaczeniu, tj. zawezeniu (przyklady 1-4) lub

rozszerzeniu intensji (przykiad S) stowa wyjéciowego.

Stowo Ekwiwalent Przyklad frazy/ Adekwatne Thlumaczenie
odwieloznacz- | wyznaczony zdania w jezyku tlumaczenie wjezyku | wygenerowane przez
niane wAOO wAOO irédlowym docelowym Al
. . ‘. L . Google:
] monter piaé sie Le ch’emm monte | Sciezka pniesiewgore | ¢ . 1o orowadzina
w gore jusqu’aux alpages. az do hal. ezl )
gorskie pastwiska.
PT: Plomieni
wznie$¢ sie/ | Les flammes montent | Z plonacego domu G omienie
2 monter L, . . L wydobywajq sie
wznosi¢ sie de la maison en feu. | wznoszg si¢ plomienie.
z plonacego domu.
s Demain jentrerai a Jutro pod jakim$ Google: Jutro pdjde
wejs¢ (do, L ) ; e
3 entrer rze7, na) la cuisine, sous un pretekstem wejde do | do kuchni, pod jakim$
przez, prétexte quelconque. kuchni. pretekstem.
Aujourd’hui, ma D21s1.a] moja mama Google: D21§1a] moja
, . prosi mnie, zebym mama prosi mnie,
dosypa¢/ | meére me demande de .
4 remettre . dosypata cukru do zebym wsypala troche
dosypywac | remettre du sucre dans , , ,
T A pudetka, ktére wkrotce | cukru do pudetka, ktére
la boite bient6t vide. . , .
bedzie puste. wkrétce bedzie puste.

W przekladzie dokonanym przez Tlumacza Google sens oryginalu jest w duzej mierze
zachowany, jednak pominieta zostala wazna dla czasownika monter cecha semantyczna
‘podazania w gore’.

Podobnie jak w przyktadzie poprzednim tlumaczenie nie uwzglednia warto$ci semantycznej
wykonywania akcji ‘w gore’

Réznica miedzy pdjsciem gdzie$ a wejsciem jest wyrazna i cho¢ przektad brzmi w pelni
naturalnie, nie akcentuje istotnej semantycznie opozycji ‘by¢ na zewnatrz’ (przed akcja
predykowang przez entrer) vs ‘by¢ wewnatrz” (po akeiji).

Wartoé¢ perlokucyjna przettumaczonego komunikatu nie ulega zmianie, gdyz odbiorczyni
stow zapewne wykona prawidlowa akcje. Iteracyjny charakter prefiksu re-, ktérego
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ekwiwalentem w tym kontekscie jest przedrostek do- (por. Smiech 1986: 92), zanika jednak

w przekladzie catkowicie.

Stowo Ekwiwalent Przyklad frazy/ Adekwatne Thumaczenie
odwieloznacz- | wyznaczony zdania w jezyku tlumaczenie wjezyku | wygenerowane przez
nianewAOO wAOO irédlowym docelowym Al
On monte une cote Wspinamy si¢ po GPT: Wchodzimy
s . stromym wzniesieniu, stromym
S monter wspinac sie assez raide pour . . e
N aby dotrze¢ do tej wzniesieniem, aby
arriver a ce village. o . R
wioski. dotrze¢ do tej wioski.

S. Z tlumaczenie zaproponowanego przez ChatGPT wprost wynika, ze wykonawcg czynnoéci

musi by¢ zywa istota. Tymczasem oryginal na to nie wskazuje — akcje wyrazona czasownikiem

monter (poprawnie tlumaczonym w tym kontekscie jako wspina¢ sig) moze wykonywaé

zar6wno istota zywa, jak i np. §rodek transportu.

Bledy leksykalne

Ta niewielka kategoria obejmuje ekwiwalenty, ktore nie istniejg w jezyku polskim. Bledy tego typu byly

popelniane jedynie przez ChatGPT. Warto zaznaczy¢, ze nie sa to barbaryzmy, gdyz bez watpienia nie

powstaly pod wplywem leksyki jezyka wyjsciowego.

Stowo Ekwiwalent Przyklad frazy/ Adekwatne Thumaczenie
odwieloznacz- | wyznaczony zdania w jezyku tlumaczenie w jezyku wygenerowane
niane w AOO wAOO irédlowym docelowym przez Al
L’Eglise romaine Ko$cidt rzymski i ,(%PT: )
: \ 1 - Kosciot rzymski
menait en parallele | prowadzit jednocze$nie ,
. toczyt rownolegly
un combat farouche zaciekla walke mace przeciwko
1 farouche zaciekly contre les théories ze nowozytnymi zmagep
i, TR . nowoczesnym
politiques modernes | teoriami politycznymi . .
a4 . . teoriom politycznym
(libéralisme et (liberalizmem ) . .
. L (liberalizmowi
socialisme). i socjalizmem). S .
i soc]ahzmow1).
dosigs¢/ monter un beau dosiada¢ pigknego ,GPT:,
2 monter o, . Wsiedzieé na
dosiada¢ destrier rumaka .
pigknego rumaka.

Bledy fleksyjne i skladniowe

Bledy te czesto wspolistnieja z bledami semantycznymi, ale ze wzgledu na ich wyrazisty charakter

postanowilismy umiesci¢ je w osobnej kategorii. O ile pewne niezrecznoéci natury syntaktycznej nie

s3 szczegolnie zaskakujace (przyklad 4), o tyle problemy z polska deklinacja (przyklady 1-2) budza

zdziwienie, gdyz, jak mogloby sie wydawaé, wyekstrahowanie regul fleksji — licznych, ale jednak
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skoficzonych — nie powinno nastrecza¢ trudnosci sztucznej inteligencji przeszkolonej na ogromne;

liczbie tekstow.

Stowo Ekwiwalent Przyklad frazy/ Ade atn'e .
. .. tlumaczenie Thamaczenie
odwieloznacz- | wyznaczony | zdaniaw jezyku wiezvka enerowane brzez Al
nianewAOO | wAOO irédlowym jezy WY8 P
docelowym
Nous faisons la Poznajemy dzikie GPT: Poznajemy dzika
1 farouche dziki connaissance d’une )lem}i, ) lenzi Y
tribu farouche. plemie. plemie.
s Montez larampe a | WejdZ na rampe po . GPT:
wejsc / . . L . Wejdz na rampe po
2 monter ., droite et prenezle | prawej stronie i skre¢ . AR
wchodzi¢ . prawej stronie i wez
passage de droite. W prawo. s
prawa przejécie.
wijecha¢ / monter avec ) L Google:
3 monter . 4. s , wjecha¢ winda o, )
wjezdzac l'ascenseur jedZ winda na gére
1 tes, |
SouAs e voutgs 1751 pod sklepieniami te
mémes escaliers o Google: Pod
. same babilonskie O
rowadzi¢ (do babyloniens schody prowadzily sklepieniami te same
4 monter prow ’| montaient vers les babilonskie schody
w kierunku) . do opuszczonych/ . o
temples qu’avaient prowadzity do $wiatyn,
\ porzuconych przez , .
abandonnés les AR ktére porzucily chmury.
chmury $wiatyn
nuages.
wejs¢ (do, Entrer en chaire, 3 | Wej$¢ na amboneg, na F%I”T/Google:
S entrer , Wej$¢ na ambone, do
przez, na) lautel. oftarz oltarza

ChatGPT potraktowal plemig jak rzeczownik rodzaju zeriskiego.

Tlumaczenie weZ prawg przejscie jest oczywiscie catkowicie niepoprawne pod wzgledem
semantycznym, ale nawet abstrahujac od semantyki, uderzajaca jest tutaj bledna odmiana
przymiotnika prawe. GPT ponownie uzgodnil przymiotnik do rodzaju zenskiego zamiast
nijakiego.

Z niewyjasnionych powodéw Google zaproponowal tlumaczenie w formie trybu
rozkazujacego, podczas gdy komunikat oryginalny podany jest w bezokoliczniku.

W przykladzie francuskim w zdaniu podrzednym wzglednym uzyto inwersji stylistycznej
(quavaient abandonnés les nuages zamiast que les nuages avaient abandonnés). Google
zaproponowal tlumaczenie stowo w stowo, co doprowadzito do wieloznacznosci sktadniowej
w polskiej wersji.

Eatwo dostrzec w thumaczeniu bledny wybér przyimka. Wehodzimy oczywiscie na oftarz,
a nie do oltarza.

Bledy stylistyczne: bledy rejestru

W analizowanym korpusie odnalezliémy jeden przyklad, ktéry zaliczy¢ mozna do kategorii bledow
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Stowo Ekwiwalent Przyklad frazy/ Adekwatne Tlumaczenie
odwieloznacz- | wyznaczony zdania w jezyku tlumaczenie wygenerowane przez
niane wAOO wAOO irédlowym wjezyku docelowym Al
Létalon monte la GPT:
1 monter kry¢ / pokry¢ . Ogier kryje klacz. Ogier kopuluje
jument. 2 Klacza.

Sens zdania Zrédlowego jest w przekladzie zaproponowanym przez ChatGPT w pelni zachowany.
Wydaje sie jednak, ze wlasciwszym stylistycznie ekwiwalentem dla monter bylby nalezacy do technolektu
weterynaryjno-hodowlanego termin kry¢, a nie czasownik kopulowa¢ (fr. copuler), charakterystyczny
raczej dla standardowego jezyka naukowego®.

Whioski i perspektywy

Jakwykazala przeprowadzona analiza, bledy popelniane przez systemy ttumaczeniowe oparte na sztucznej
inteligencji odnosza sie zasadniczo do wszystkich poziomdéw organizacji jezyka — od fleksji, przez sktadnie,
semantyke, az po stylistyke. W badanym korpusie odnaleZliémy sporo uchybien, cho¢ trzeba raz jeszcze
podkresli¢, ze bledy kardynalne, uniemozliwiajace zrozumienie komunikatu Zrédtowego badz znacznie
wypaczajace jego sens, stanowily wyrazna mniejszo$¢. Wynikaly one by¢ moze z ograniczonego kontekstu,
ktory byl przetwarzany przez Al Ocenianie umiejetnosci przekladowych na poziomie pojedynczych zdan
nie jest jednak bezzasadne, gdyz uzytkownicy korzystajacy z programéw do thumaczenia automatycznego
nie zawsze przeciez oczekuja przekladu caloéci koherentnego i kohezyjnego tekstu; czesto powierzaja
sztucznej inteligencji zadania ttumaczeniowe, ktdre ograniczaja si¢ do jednej frazy lub krotkiej syntagmy.

Oba systemy popelnialy bledy w zasadzie z réwna czestotliwoscia. Wbrew swoim zapewnieniom
ChatGPT 3.5 nie jest wiec na pewno lepszym translatorem od Google Translate. Wykazywal sie zreszta
mniejsza umiejetnoscia odwieloznaczniania stéw, co czeéciej niz w przypadku Tlumacza Google
prowadzito do bledéw nieadekwatno$ci semantycznej w wykonanym przekladzie.

Na podstawie naszego badania trudno kwantytatywnie oceni¢ efektywno$¢ i poprawnosé
tlumaczenia Al w ujeciu globalnym. Korpus, na ktérym pracowaliémy, nie byl bowiem korpusem
zrébwnowazonym, co oznacza, ze jednakowo traktowaliémy uzycia o rdéinej frekwencyjnosci. Bez
wiekszych watpliwodci przyja¢ mozna, ze liczba bledéw bylaby relatywnie mniejsza, gdyby korpus
uwzglednial rzeczywista czesto$¢ wystepowania poszczegélnych znaczen danego slowa w jezyku
zrédtowym. Uzycia statystycznie dominujace, bardziej ,typowe” stanowia bowiem mniejsze wyzwanie
w tlumaczeniu automatycznym.

Warto oczywiscie pamietaé, ze sztuczna inteligencja, cho¢ nie jest juz melodia przyszlodci,
wciaz ku tej przyszloéci dazy, rozwijajac si¢ nieustannie i zwigkszajac swoje mozliwoéci niemalze
z dnia na dzien. Badania, ktérych wyniki zostaly przedstawione w niniejszym artykule weryfikowaly
umiejetnosci przektadowe ChatuGPT 3.5, gdyz podczas ich przeprowadzania tylko wersja 3.5 byta
powszechnie i darmowo dostepna dla wszystkich uzytkownikéw. Nowe odstony GPT istniejg juz teraz,
a'w momencie ukazania sie tekstu drukiem, istnie¢ beda z pewnoécig kolejne, jeszcze bardziej efektywne

9 Pomijamy tutaj dyskusje na temat zaleznosci migdzy jezykiem fachowym (technolektem) a jezykiem naukowym (zob. np.
Jarosz 2018).
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translacyjnie. Wskazane wydaje si¢ nam obserwowanie zmian tej efektywnosci w dluzszej perspektywie
i przeprowadzenie za jakis czas podobnej analizy na tym samym materiale korpusowym.
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